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05/05/2010 CERES Data Management Team Meeting  
 

UPCOMING EVENTS 
Science Team Meeting – September 13 – 16 in Paris, France. 

  

REMINDERS 
Each subsystem should provide updates for the backups to Tammy and Joanne.  

 

For SA support,  

1. If you are sure that you have an ODIN issue, send a help ticket to 

SDdesktop@asdsun.larc.nasa.gov.  

2. If you have a non-ODIN issue OR are unsure that it is an ODIN issue, send a help ticket to 

help@asdsun.larc.nasa.gov.  

3. If you don't hear back from help@asdsun.larc.nasa.gov within 1-2 days, send email to Al 

Settell and include the original help ticket.  

4. If you have an ODIN password issue, call x47777.  

 

Please use the DMT alias (ceres-dmt@lists.nasa.gov) for emails that pertain to the entire DMT. 

There is also a DMTM alias (ceres-dmtm@lists.nasa.gov) that includes those who attend the 

DMTM.  

 

Please note if activity is for Edition2 or Edition3 in status reports.  

 

Raise visibility of new files as soon as possible so changes can be made to ANGe. A few weeks 

notice would be nice; put it in your DMTM status report.  

 

NOTES FROM THE PREVIOUS MEETING  
(Held 04/14/2010 at 1:00 p.m. in Room 2316 at the ASDC)  

   

Announcements 
Next DMTM rescheduled to May 5 due to STM.  Meetings will continue every other week from 

May 5. 

  

ASDC and SCF  
SIT 

TISA Averaging 650 was promoted today, but a problem was found after promotion.  Tonya will 

talk to Tammy after the meeting. 

    

GGEO 653 should be promoted this week. 

 

Instrument 716 will be redelivered late this week or early next week with the new AMI job 

submission scripts.  Instrument 717 will follow shortly thereafter. 

 

Instrument 747 is on hold until the AMI job submission scripts are available. 
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Production 

Updates to report: 

Aqua  Baseline1-QC and Terra Baseline1-QC complete through 4/12/10 

Aqua Edition1-CV, Aqua Ed1-CV-NoSW and Terra Edition1-CV complete through 4/1/10 

Clouds Snow and Ice complete through 4/11/10 

ERBE-like Snow complete through 3/10/10 

PR 01-10 complete through 11/09 

PR 02-10 complete through 12/09 

PR 41-09 complete through 1/26/09 

PR 42-09 complete through 6/30/09 

PRs 43-09 & 44-09 complete through 7/31/09 

 

User Services 

No updates. 

  

Systems 

Power outage scheduled Saturday, April 17, from noon to 6pm.  Systems will be down starting at 

6am.  Systems will be back late evening at the earliest. 

 

Intermittent I/O errors on AMI.  Anything running when LUN dies is suspect. 

 

Looking at architectural changes to make AMI more stable; evaluating loaner system; will ask 

“power users” to test loaner system; this testing will start in the next week or so with DMT 

testers after that. 

 

PRs   
Terra Edition2G highest priority, but about to run out of input data due to lack of gains.  Kory 

wants to make a change to Terra Edition2 FM2 gains; delivery mid-May. 

 

CM 

Discussed the delivery schedules. 

 

Discussed the following SCCRs:  Perl_Lib 776, Instantaneous SARB 777, Perl_Lib 778, and 

Clouds 779.  No problems; all will be approved. 

 

SEC  
New SEC issue – where to put non-archived data on AMI.  

 

Subsystem Status 

 

Toolkit Issues 

No new updates. 

 

Instrument  

Tested new AMI job submission scripts successfully; will meet with Tammy this afternoon to 

discuss updates to the Test Plan. 
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ERBE-like  

Resolving problem report for Subsystem 3. 

 

Clouds  

Working on Edition3. 

 

Convolution  

No updates to status report. 

   

Inversion  

Working on FlashFlux problem. 

    

SARB  

Validating Edition2 results. 

   

TISA Averaging  

No updates to status report. 

   

TISA Gridding & GGEO  

No updates to status report. 

   

CERESlib 

No updates. 

 

DM Projects 

Code Optimization 

Betty baselined Subsystem 8 on ODU platform.   

  

Production Processing Database/Automation 

Started including Jeremie and Ron in PRs. 

   

Ordering Tool 

Ordering tool software was scanned by security and a few corrections need to be made as a 

result. 

 

NPP Issues  
Jim’s working with Pam on GSIT Test Report. 

   

Meeting ended at 2:07 p.m. 
 


