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03/03/2010 CERES Data Management Team Meeting  
 

UPCOMING EVENTS 
Science Team Meeting – April 27 – 29 at the Marriott in Newport News. 

 

REMINDERS 
Each subsystem should provide updates for the backups to Tammy and Joanne.  

 

For SA support,  

1. If you are sure that you have an ODIN issue, send a help ticket to 

SDdesktop@asdsun.larc.nasa.gov.  

2. If you have a non-ODIN issue OR are unsure that it is an ODIN issue, send a help ticket to 

help@asdsun.larc.nasa.gov.  

3. If you don't hear back from help@asdsun.larc.nasa.gov within 1-2 days, send email to 

Caroline Rasmussen and include the original help ticket.  

4. If you have an ODIN password issue, call x47777.  

 

Please use the DMT alias (ceres-dmt@lists.nasa.gov) for emails that pertain to the entire DMT. 

There is also a DMTM alias (ceres-dmtm@lists.nasa.gov) that includes those who attend the 

DMTM.  

 

Please note if activity is for Edition2 or Edition3 in status reports.  

 

Raise visibility of new files as soon as possible so changes can be made to ANGe. A few weeks 

notice would be nice; put it in your DMTM status report.  

 

NOTES FROM THE PREVIOUS MEETING  
(Held 02/17/2010 at 10:00 a.m. in Room 2316 at the ASDC)  

 

Announcements 
IT Plenary Meeting February 25 from 10:00 a.m. to noon in B1250 R116.  Give your questions 

to Walt, including needed software. 

 

There will be a separate Web site for the Edition3 version of the Data Products Catalog. 

 

ASDC and SCF  
SIT 

Working with Raja on an outstanding problem report for GGEO 653. 

 

Moving forward on the Regrid MOA delivery on AMI. 

  

Production 

Updates to report: 

Aqua Baseline1-QC complete through 2/14/10 

Aqua Edition1-CV complete through 2/1/10 
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Terra Baseline1-QC complete through 2/14/10 

Terra Edition1-CV complete through 2/1/10 

Clouds Snow & Ice complete through 2/14/10 

ERBE-like Snow complete through 1/10 

43-09 & 44-09 complete through 7/4/08 

82-09 complete through 10/30/04 

84-09 complete through 7/4/06 

76-09 complete through 3/08 

 

User Services 

Nothing to add. 

 

Systems 

The Center lost power last Wednesday and again this week. After the first power loss, the 

systems went down hard. RAID array within the SCF file system on AMI had 2 disks fail.  

Everything from SCF that was readable was written to the DPO; currently recreating the SCF 

file system; some files will be lost; SCF file system should be available early next week; 10-

20% of the files are probably corrupted.  The list of files that couldn’t be recovered will be 

posted on the AMI info Web site. 

 

Chris asked the SEC to propose a plan for where subsystem code that needs to be backed up will 

go on AMI. 

 

PRs  
2008 Terra SSF still highest priority; ending date changed to 1/1/10. 

 

SRBAVG will be reprocessed as Edition2E due to GGEO updates. 

 

CM 

Deliveries and testing are at a standstill until the SCF is recovered. 

  

Discussed the delivery schedules.  

  

Discussed the following SCCRs:  Instantaneous SARB 622, Instrument 754, and Instrument 756.  

SCCRs 622 and 754 will be disapproved and SCCR 756 will be approved. 

 

SEC  
No report.  

 

Subsystem Status 

 

Toolkit Issues 

No new updates. 
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Instrument  

Deliveries delayed because of system problems. 

 

Some Web files were corrupted on xsan. 

 

ERBE-like  

No updates to status report. 

 

Clouds  

NPP VIIRS code – when to deliver?  Sounds like 4 months before launch (about next spring). 

 

Submitted paper 2 days ago. 

 

Convolution  

No updates to status report. 

 

Inversion  

Rechecking Aqua on magneto. 

   

SARB  

Focusing on Edition3. 

 

TISA Averaging  

Moving files to xsan temporarily to get some processing done by Friday. 

   

TISA Gridding & GGEO  

No updates to status report. 

 

CERESlib 

Scott will restore CERESlib as soon as possible; will talk to Chris about installing it somewhere 

other than /SCF; folks might be able to use CERESlib in /SPG_ops in the meantime. 

 

DM Projects 

Code Optimization 

Trying to verify baseline on ODU x86 machine. 

  

Production Processing Database/Automation 

No updates to status report. 

 

Ordering Tool 

Hope to demonstrate new ordering tool before upcoming Science Team meeting.  

 

Redesigning all CERES Web pages. 

 

NPP Issues  
Requirements creep for GSIT, but we’re prepared. 
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Scheduling meeting held yesterday. 

 

Meeting ended at 11:07 a.m. 
 


