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An increasing EEI is a robust prediction from climate models 
given anthropogenic forcings over the last 150 years 
• Direct link between EEI and climate sensitivity (modulo forcings) 

Impact expected to be seen in Ocean Heat Content rise but 
systematic issues have taken two decades to resolve!
• Measurement shifts (CTDs/XRF/Argo)
• Data sparsity in southern ocean + pre-1970s

CERES data is now long enough to provide independent 
checks on rate of change AND SW/LW split
• But comparisons with models are still in flux
• Net changes seem to match, but LW/SW split post 2015 is very different



1980s understanding 

First transient GCM 
simulations (1984+)

Given anthropogenic forcings, 
EEI initially increases, and 
then decreases as (if) new 
equilibrium is achieved

Magnitude of EEI and time to 
equilibrium depends on 
climate sensitivity (Hansen et 
al., 1985)
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How would we know we were getting the 
answer right for the right reasons?

Hansen et al (1988)



In 1999, the OHC rise was a key point in 
global warming ‘debate’



Goddard Institute for
Space Studies

But there were big issues!

State of observational databases:
• incomplete digitization, undeveloped methods, 

large spatial gaps, multiple measurement systems
Coupled climate modeling:
• Deep ocean drifts due to insufficient spin up, 

energy leaks (non-physical sinks/sources), 
uncertain forcings

• Connection between EEI and OHC uptake



Relationship between heat flux at TOA 
and Surface
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Validation?

Levitus et al (2001) show rise in OHC, but with large decadal variability
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Validation?

AchutaRao et al (2006) found that not even spatial sampling in climate 
models could generate the inferred decadal variability from the obs.
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Levitus et al (2008) adopted corrections for XBT artifacts reduces 
variance. OHC rise clearer (also Domingues et al, 2008).

[Levitus et al., 2005a] and our present result with additional
data and corrections applied as described in this article.
Interdecadal variability is reduced but the long-term trends
for the two analyses for the 1955–2003 period are similar.
After 2003, OHC700 increases to a plateau during 2004–
2008. Table S1 of the auxiliary material provides statistics
of OHC700 for the world ocean and individual basins for
the 1969–2008 period.1 The starting year is chosen because
data coverage improved after the mid 1960s when XBT
measurements of the upper ocean began. The linear trends
(with 95% confidence intervals) of OHC700 are 0.40 !
1022 ± 0.05 J yr"1 for 1969–2008 and is 0.27 ! 1022 ±
0.04 J yr"1 for 1955–2008. These statistics are based on the
yearly mean heat content values determined as the average
of the four seasons (see section 5). Heat storage in Table S1
is per unit area of ocean surface.

2. Data and Method

[8] To identify possible offsets in temperature measure-
ments from MBT and XBT data we initially followed the
method of GK07. We converted synoptic temperature
profiles to anomaly profiles by subtracting out the climato-
logical monthly mean temperature value at each standard
depth level in the vertical using our objectively analyzed
fields of temperature. This reduces the influence of the
annual cycle. Note that these climatologies initially included
the biased XBT and MBT data. Next we averaged all XBT
anomaly observations on a 2! ! 4! ! 1-year grid at the
sixteen standard depth levels used in World Ocean Atlas
2005 [Locarnini et al., 2006] in the upper 700 m of the
world ocean. We do the same separately for MBT data
(eleven standard levels in the upper 250 m of the world
ocean; there are approximately 2.3 million MBT profiles in
WOD05 of which approximately 480,000 reach 250 m
depth). We also performed this averaging separately for

the combination of temperature measurements from OSD
and CTD casts. At each standard level for each year we
computed the differences between XBT and OSD/CTD
averages for each 2! ! 4! gridbox and do the same for
MBT and OSD/CTD averages. For each standard level and
year we computed the median of the differences of all
gridboxes. Using the median as opposed to the arithmetic
average is critical because it reduces the influence of
outliers on the estimates of the differences between the
BT data and the OSD/CTD data. To illustrate the impor-
tance of using the median, Figure S1 shows the frequency
distribution of global XBT minus OSD/CTD differences
for 2! ! 4! gridboxes for the year 1999 at 150 m depth. The
median of the differences shown is 0.079!C and the
arithmetic mean is 0.163!C. Examination of other frequency
distributions of this type by year and depth indicate
the presence of numerous outliers and non-normality of
frequency distributions. Thus medians are preferred for
computing the average differences between these data types.
Figure S2 shows time series of the number of MBT minus
OSD/CTD difference pairs and the number of XBT minus
OSD/CTD difference pairs. Note the large decrease in
MBT-(OSD/CTD) data pairs after 1986 and a large decrease
in XBT-(OSD/CTD) data pairs after 1994. Figure S3 shows
that most XBT-OSD/CTD difference pairs occur in the mid-
latitudes of the northern hemisphere. The same is true for
MBT difference pairs.
[9] Figure S4a is a plot of the differences between XBT

and OSD/CTD data as a function of year and depth from
GK07 based on the arithmetic mean. Figure S4b is our
estimate based on using medians as opposed to arithmetic
means. Figure S5a is a plot of the differences between MBT
and OSD/CTD data as a function of year and depth from
GK07 and Figure S5b is our corresponding plot based on
medians as opposed to arithmetic means. In both compar-
isons, estimates of the differences between instrument types
using medians as opposed to arithmetic means tend to be
smoother as a function of time and smaller in magnitude. In
Figures S4 and S5 at least thirty 2! ! 4! grid boxes for each
year and standard depth level must exist for the data point to
be plotted. We further smoothed our difference fields by
computing 5-year running means. We applied these correc-
tions to the XBT and MBT standard depth temperature
values and recomputed the monthly climatologies used to
remove the annual cycle and then repeated the entire
procedure a second time to minimize the biases. This
iteration is necessary because the monthly climatologies
we use to compute anomalies include the biased XBT and
MBT data. Figures 2 and S6 respectively show the correc-
tions that we have applied to the XBT and MBT profiles
after the two iterations. Figures S7 and S8 show that the
global average biases in the XBT and MBT values at each
depth are reduced to near zero.
[10] The results of GK07 and our work show that for both

(XBT)-(OSD/CTD) differences and (MBT)-(OSD/CTD)
differences that a subsurface maximum (50–100 m) occurs.
This can be due to sampling the shallow tropical permanent
thermocline but is most likely due to sampling seasonal
thermoclines in the extratropics since the extratropics is
where most of our difference pairs occur and our database
has more measurements from warmer as opposed to colder
seasons. Differences between response times of thermistors

Figure 1. Time series of yearly ocean heat content (1022J)
for the 0–700 m layer from this study (solid) and from
Levitus et al. [2005a] (dashed). Each yearly estimate is
plotted at the midpoint of the year. Reference period is
1957–1990.

1Auxiliary materials are available in the HTML. doi:10.1029/
2008GL037155.
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Beginning of Argo + GRACE era!

climate forcings remain fixed at today’s val-
ues (3, 4, 23).

The present planetary energy imbalance is
large by standards of Earth’s history. For
example, an imbalance of 1 W/m2 maintained
for the last 10,000 years of the Holocene is
sufficient to melt ice equivalent to 1 km of sea
level (if there were that much ice) or raise the
temperature of the ocean above the thermocline
bymore than 100-C (table S1). Clearly, on long
time scales, the planet has been in energy
balance to within a small fraction of 1 W/m2.

An alternative interpretation of the ob-
served present high rate of ocean heat stor-
age might be that it results, not from climate
forcings, but from unforced atmosphere-
ocean fluctuations. However, if a fluctuation
had brought cool water to the ocean surface,
as needed to decrease outgoing heat flux, the
ocean surface would have cooled, whereas in
fact it warmed (22). A positive climate forc-
ing, anticipated independently, is the more
viable interpretation.

The present 0.85 W/m2 planetary energy
imbalance, its consistency with estimated
growth of climate forcings over the past cen-
tury (Fig. 1A), and its consistency with the
temporal development of global warming based
on a realistic climate sensitivity for doubled
CO2 (Fig. 1B) offer strong support for the in-
ference that the planet is out of energy balance
because of positive climate forcings. If cli-
mate sensitivity, climate forcings, and ocean
mixing are taken as arbitrary parameters (24),
one may find other combinations that yield
warming comparable to that of the past cen-
tury. However, (i) climate sensitivity is con-
strained by empirical data; (ii) our simulated
depth of penetration of ocean-warming anom-
alies is consistent with observations (fig. S2),
thus supporting the modeled rate of ocean
mixing; and (iii) despite ignorance about aero-
sol changes, there is sufficient knowledge to
constrain estimates of climate forcings (9).

The planetary energy imbalance and im-
plied warming ‘‘in the pipeline’’ complicate
the task of avoiding any specified level of
global warming. For example, it has been ar-
gued, on the basis of sea level during previous
warm periods, that global warming of more
than 1-C above the level of 2000 would
constitute ‘‘dangerous anthropogenic inter-
ference’’ with climate (25, 26). With 0.6-C
global warming ‘‘in the pipeline’’ and mod-
erate growth of non-CO2 forcings, a 1-C limit
on further warming limits peak CO2 to about
440 parts per million (ppm) (12). Given the
current CO2 concentration of È378 ppm, an-
nual growth of È1.9 ppm (12), and a still
expanding worldwide fossil-fuel energy in-
frastructure, it may be impractical to avoid a
CO2 concentration of 440 ppm. A conceiv-
able, though difficult, reduction of non-CO2

forcings could increase the peak CO2 limit
for 1-C warming to a more feasible 520 ppm
(12). This example illustrates that the 0.6-C
unrealized warming associated with the planet’s
energy imbalance implies the need for near-
term anticipatory actions, if a low limit on
climate change is to be achieved.

Sea level. Sea level change includes steric
(mainly thermal expansion) and eustatic (main-
ly changes of continental ice and other con-
tinental water storage) components. Observed
temperature changes in the upper 700 to 750 m
yield a steric sea level rise of 1.4 to 1.6 cm
(20, 21). The full ocean temperature changes
in our five simulations yield a mean steric
10-year sea level increase of 1.6 cm. Our
climate model does not include ice sheet dy-
namics, so we cannot calculate eustatic sea
level change directly. Sea level measured by
satellite altimeters since 1993 increased 2.8 T
0.4 cm/decade (27), but as a measure of the
volume change (steric þ eustatic) of ocean
water, this value must be increased by È0.3
cm to account for the effect of global iso-
static adjustment (28). We thus infer a eustatic

contribution to sea level rise of È1.5 cm in
the past decade.

Both the rate of total sea level rise in the
past decade and that of the eustatic compo-
nent, which is a critical metric for ice melt,
are accelerations over the rate of the preced-
ing century. IPCC (11) estimated the rate of
sea level rise of the past century to be 1.5 T
0.5 cm/decade, with a central estimate of only
0.2 cm/decade for the eustatic component,
albeit with a large uncertainty. Decadal var-

Fig. 2. Ocean heat con-
tent change between
1993 and 2003 in the
top 750 m of world
ocean. Observations are
from (20). Five model
runs are shown for the
GISS coupled dynam-
ical ocean-atmosphere
model (8, 9).
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Fig. 3. Trend of zonally averaged temperature
versus depth and latitude. Observations are
from (20). The five model runs are as in Fig. 2.

R E S E A R C H A R T I C L E S
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By AR5, clearer picture had emerged

Comparison of 
CMIP3 models to 
ocean data in 
2012
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All good, no?

CERES from 2003 
to present
• Trends in EEI 

match OHC 
(calibrated to  
absolute value)

• Also SW/LW 
breakdown

Update of Loeb et al (2021)
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CERES observations show dramatic 
shifts in SW and LW TOA

GISS 
(MATRIX)

• Big decreases in reflected SW
• Increases in outgoing LW
• AMIP/CMIP models have 

some coherence
• Best match with GISS-E2.1 

(MATRIX)?

Raghuraman et al, 2021



Net trends plausible match to 
GISS climate model expectations

Comparisons with GISS-E2-1-G/H, GISS-E2-2-G, different aerosol treatments



But LW/SW split in trends are way off!

Comparisons with 
GISS-E2-1-G/H, 
GISS-E2-2-G, 
different aerosol 
treatments
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Some difference between 
hemispheres…
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Divergence is mostly post-2014



Are aerosols to blame?

 
Figures  

 

 
Figure 1 A) Aerosol  direct forcing (solid), cloud radiative forcing (dashed), B) AOD global, C) zoom into A), D) global emssions. 
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Aerosol forcing anomalies
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What’s happening?

Function of ENSO, COVID, aerosol changes?
Problem: AMIP runs in CMIP6 only go to 2014 
and use out-of-date SSTs 
• SW changes incl. cloud feedbacks, WV, 

aerosols and aerosol-cloud interactions
• LW changes incl. cloud feedbacks and 

surface emission change w/global warming 
=> CERESMIP
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CERESMIP proposal

• Use AMIP-style runs from 
1990 to present (cheap!)

• Update SST to HadISST 
v2.3 (or better) (currently 
to Jun 2020) (Not what is 
currently in Inputs4MIPs)

• Update CEDS to 
v2021_4_21 (to end 
2019) (next version will 
include 2021)
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Requested diagnostics/Timeline

• Standard CMIP6 DECK output + COSP 
Cloud simulator

• Tier 1: All-forcing run
• Tier 2: Single forcings/Varying plausible 

aerosol input
• Runs to end-2019 can be done now.
• Runs including 2020+2021 need to wait on 

Hadley Centre/CEDS. Maybe by end 2023? 



Predictions of an increasing net heat imbalance dating from 
the 1980s were correct
• Implies that warming is being driven by external forcing
• Climate sensitivity is non-negligible

New CERES results pose a challenge to existing models

New assessment of last two decades is needed.
• Updates to SST/SIC products
• Updates to aerosol and SLCF emissions
• Possible constraints on aerosol changes and cloud feedbacks.  


