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Preface 

The Clouds and the Earth’s Radiant Energy System (CERES) Data Management System (DMS) 
supports the data processing needs of the CERES Science Team research to increase 
understanding of the Earth’s climate and radiant environment.  The CERES Data Management 
Team works with the CERES Science Team to develop the software necessary to support the 
science algorithms.  This software, being developed to operate at the Langley Atmospheric 
Science Data Center (ASDC), produces an extensive set of science data products. 
 
The DMS consists of 12 subsystems; each subsystem contains one or more Product Generation 
Executables (PGEs).  Each subsystem executes when all of its required input data sets are 
available and produces one or more archival science products. 
 
This Operator’s Manual is written for the data processing operations staff at the Langley ASDC 
by the Data Management Team responsible for this Subsystem.  This document describes all 
PGEs for this Subsystem and contains the Runtime Parameters, Production Request Parameters, 
the required inputs, the steps used to execute, and the expected outputs for each of these PGEs.  
In addition, all subsystem error messages and subsequent actions required by the ASDC 
operations staff are included. 
 
Acknowledgment is given to the CERES Documentation Team for their support in preparing this 
document. 
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Introduction 

CERES is a key component of EOS and NPP.  The first CERES instrument (PFM) flew on 
TRMM, four instruments are currently operating on the EOS Terra (FM1 and FM2) and Aqua 
(FM3 and FM4) platforms, and NPP (FM5) platform.  CERES measures radiances in three 
broadband channels:  a shortwave channel (0.3 - 5 μm), a total channel (0.3 - 200 μm), and an 
infrared window channel (8 - 12 μm).  The last data processed from the PFM instrument aboard 
TRMM was March 2000; no additional data are expected.  Until June 2005, one instrument on 
each EOS platform operated in a fixed azimuth scanning mode and the other operated in a 
rotating azimuth scanning mode; now all are typically operating in the fixed azimuth scanning 
mode.  The NPP platform carries the FM5 instrument, which operates in the fixed azimuth 
scanning mode though it has the capability to operate in a rotating azimuth scanning mode. 
 
CERES climate data records involve an unprecedented level of data fusion:  CERES 
measurements are combined with imager data (e.g., MODIS on Terra and Aqua, VIIRS on NPP), 
4-D weather assimilation data, microwave sea-ice observations, and measurements from five 
geostationary satellites to produce climate-quality radiative fluxes at the top-of-atmosphere, 
within the atmosphere and at the surface, together with the associated cloud and aerosol 
properties. 
 
The CERES project management and implementation responsibility is at NASA Langley.  The 
CERES Science Team is responsible for the instrument design and the derivation and validation 
of the scientific algorithms used to produce the data products distributed to the atmospheric 
sciences community.  The CERES DMT is responsible for the development and maintenance of 
the software that implements the science team’s algorithms in the production environment to 
produce CERES data products.  The Langley ASDC is responsible for the production 
environment, data ingest, and the processing, archival, and distribution of the CERES data 
products. 

Document Overview 
This document, CERES CATALYST Operator’s Manual is part of the CERES CATALYST 
delivery package provided to the Langley Atmospheric Science Data Center (ASDC).  It 
provides a description of the CERES CATALYST software and explains the procedures for 
executing the software.  A description of acronyms and abbreviations is provided in Appendix A, 
a comprehensive list of messages that can be generated during the execution of the CATALYST 
server are contained in Appendix B, and the locations of the execution environment scripts are 
provided in Appendix C.  
 
This document is organized as follows: 
 
Introduction 
Document Overview 
Subsystem Overview 
1.0 CATALYST Server 
Appendix A - Acronyms and Abbreviations 
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Appendix B - Error Messages for CATALYST 
Appendix C - CATALYST Environment File 

Subsystem Overview 
CATALYST Server 
 
The CATALYST server is an application that provides a service to coordinate the execution of 
CERES PGEs in a production environment.  The server runs as a multithreaded Perl daemon that 
provides a front-end XML-RPC API with which external applications (both Perl and non-Perl) 
can connect and query/modify the state of the CATALYST server.  The sole purpose of the 
delivery associated with SCCR 931 is to provide only the login features of the CATALYST API 
such that the PR Database Web Application can login and authenticate users. 
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1.0 CATALYST Server 

1.1 Server Details 

1.1.1 Responsible Persons 
 

Table 1-1.  Subsystem Software Analysts Contacts 

Item Primary Alternate 
Contact Name T. Nelson Hillyer Joshua C. Wilkins 
Organization SSAI SSAI 
Address 1 Enterprise Parkway 1 Enterprise Parkway 
City Hampton Hampton 
State VA 23666 VA 23666 
Phone 757-951-1951 757-951-1618 
Fax 757-951-1900 757-951-1900 
LaRC email thomas.n.hillyer@nasa.gov joshua.c.wilkins@nasa.gov 

 

1.1.2 E-mail Distribution List 
E-mail distribution list can be obtained from the primary contact listed in Table 1-1. 

1.2 Operating Environment 

1.2.1 Environment Script Requirements 
One environment script, named ‘catalyst_env.csh’, is required. 
 
Also see Appendix C of this document for a detailed description of the CATALYST-specific 
environment.   

1.2.2 Execution Frequency 
Single Instance – This service runs in the background as a daemon; only a single instance of this 
program is intended to run in the production environment at any moment of time. 

1.2.3 TCP Port Configuration 
The CATALYST server V1.0.0-931 is configured to use port 4020 on the execution host.  Later 
releases will allow this port selection to be customizable. 

1.2.4 LDAP Configuration 
The CATALYST server V1.0.0-931 is configured to use ab01.cluster.net as the primary LDAP 
server.  Later releases will allow this selection to be customizable. 
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1.3 Operating Procedures 

1.3.1 How to Start the CATALYST Server 
The CATALYST server is started following the procedure below: 
 
At the command-line (>) type: 

 
> source $CERESENV  
> cd $CERESHOME/catalyst/bin 
> source catalyst_env.csh 
> ./catalyst_server.pl -daemonize 
 

Executing the following command will return the exit code of the last statement above: 
 

> echo $? 
 
Compare the value returned with the contents of Table 1-2.  An exit code of ‘0’ signals that the 
process started successfully.  Refer to Appendix B for suggestions on any error and/or warning 
messages that may occur. 

1.3.2 How to Verify the CATALYST Server is Running 
The following set of commands will verify that the CATALYST server is running.  The steps 
involve checking your AMI username and password (prompted for entry in the following steps) 
against the AMI LDAP server.  These steps replicate what is involved in a real world production 
setting, since the same XML-RPC APIs are utilized. 
 
At the command-line (>) type: 
 
 > source $CERESENV 
 > cd $CERESHOME/catalyst/bin 
 > source catalyst_env.csh 
 > cd $CERESHOME/catalyst/test_suites 
 > ./test_login.pl 
 
The “test_login.pl” application will prompt you for your AMI username and password.  Upon 
entering them you should see that the following actions have been performed: 

1. Logged into server and received a token. 
2. Verify the server acknowledges your token as being valid. 
3. Logged out of the server. 
4. Verify that the server no longer acknowledges your token as being valid. 
5. Verify that a falsified token is not accepted by the server. 
6. If steps 1-5 have completed successfully, then the server is functioning as intended. 
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1.3.3 Terminating the CATALYST Server 
In the event the CATALYST server must be shutdown, the following steps will take the server 
offline: 

At the command-line (>) type: 
 
 > cd $CERESHOME/catalyst/bin 
 > cat catalyst.pid | xargs kill && rm catalyst.pid 
 
The server is now terminated. 

1.4 Execution Evaluation 

1.4.1 Exit Codes 
The CATALYST server can exit with the codes listed in Table 1-2.  Exit codes marked as failure 
should be reported to the responsible persons listed in Table 1-1. 
 

Table 1-2.  Exit Codes for CATALYST Server 

Exit Code Definition Action 
0 Normal Exit Server started normally 

Other Failure Notify persons listed in Table 1-1. 
 

1.5 Expected Temporary Files/Directories. 
The toolkit creates a temporary file. 
 

Table 1-3.  Temporary Files Listing for CATALYST Server 

Directory File Name 
$CERESHOME/catalyst/log controller.log 

$CERESHOME/catalyst/log jobs.log 
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Appendix A  
Acronyms and Abbreviations 

API Application Programming Interface 

ASDC Atmospheric Science Data Center 

CATALYST CERES AuTomAted job Loading SYSTem 

CERES Clouds and the Earth’s Radiant Energy System 

CM Configuration Management 

LaRC Langley Research Center 

LDAP Lightweight Directory Access Protocol 

NASA National Aeronautics and Space Administration 

PR Processing Request 

SSAI Science Systems and Applications, Inc.  

XML-RPC Extensible Markup Language – Remote Procedure Call 
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Appendix B  
Error Messages for CATALYST 

Error/Warning Message Diagnosis 

Can't locate object method "timeout" via package 
"RPC::XML::Server::new: Unable to create HTTP::Daemon 
object: HTTP::Daemon: Address already in use" (perhaps 
you forgot to load "RPC::XML::Server::new: Unable to 
create HTTP::Daemon object: HTTP::Daemon: Address 
already in use"?) at ./catalyst_server.pl line 61. 

This message implies that there is already 
an instance of the CATALYST server 
running on your host.  If the other 
CATALYST server that is running is no 
longer needed, follow the CATALYST 
server termination steps in Section 1.3.3. 
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Appendix C  
CATALYST Environment 

The execution environment required to run CATALYST on the target system can be configured 
by executing all of the following commands: 
 

> source $CERESENV 
> source $CERESHOME/catalyst/bin/catalyst_env.csh 
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